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**- DODATEK – wprowadzenie do metod regresyjnych**

Niniejsze materiały mają charakter roboczy. Bardzo proszę o zgłaszanie zauważonych błędów, braków, niedociągnięć i niejasności. Prośba dotyczy też przypisów. Z góry dziękuję za pomoc☺.

*Tekst opracowano na podstawie podręcznika Andrzeja Stanisza Przystępny kurs statystyki z zastosowaniem STATISTICA PL na przykładach z medycyny, StatSoft, Kraków 2007, t. 2, s. 21-45 i 99-101 .*

**Wprowadzenie do metod regresyjnych – wstęp**

*UWAGA!!! Tekst nie wyczerpuje tematu dotykając jedynie najważniejszych zagadnień. Osoby zainteresowane zachęcam do zgłębiania literatury przedmiotu.*

Metody regresyjne to szeroka grupa metod pozwalających na ocenę powiązania pewnej cechy statystycznej opisanej przy pomocy zmiennej losowej z innymi cechami, przy czym brana jest pod uwagę siła powiązania, jego kształt i kierunek[[1]](#footnote-1). Zależność pomiędzy zmiennymi losowymi może mieć charakter funkcyjny lub statystyczny[[2]](#footnote-2). W przypadku zależności funkcyjnych, „formalnym zapisem tego wpływu są funkcje regresji, które określają sposób przyporządkowania wartości zmiennej zależnej określonym wartościom zmiennej niezależnej.”[[3]](#footnote-3) Możemy spotkać się z sytuacjami, gdy zmienna zależna, jedno- lub wielowymiarowa zależy od jednej lub wielu zmiennych niezależnych[[4]](#footnote-4).

W praktyce naszym zadaniem jest opracowanie modelu takiej zależności, która może być liniowa lub nieliniowa. Gdy zależność między badanymi zmiennymi ma charakter liniowy, najczęściej używamy tzw. regresji prostej (gdy jednowymiarowa zmienna zależna zależy od jednej zmiennej niezależnej) lub regresji wielorakiej (gdy jednowymiarowa zmienna zależna zależy od wielu zmiennych niezależnych). W praktyce budujemy model w oparciu o dane eksperymentalne będące zbiorem par wartości zmiennych niezależnych i odpowiadającej im wartości zmiennej zależnej. Na podstawie tych wartości wyznaczamy najlepszą postać funkcji opisującą zależność między zmiennymi. Funkcję tę nazywamy funkcją regresji II-go rodzaju[[5]](#footnote-5). **A Stanisz wyróżnia cztery etapy budowy modelu funkcji regresji II-go rodzaju: specyfikację modelu, estymację parametrów modelu, weryfikację modelu oraz użycie modelu do prognozowania[[6]](#footnote-6).**

Specyfikacja modelu polega na zaproponowaniu zależności między zmiennymi wynikających z postawionych hipotez badawczych lub znanych teorii. Liczbowe wartości parametrów modelu wyznaczamy na podstawie danych pomiarowych, na etapie estymacji parametrów modelu. Weryfikacja modelu wymaga sprawdzenia, czy model nie stoi w sprzeczności z teorią oraz czy jest poprawny od strony statystycznej (zob. poniżej). Model uznany za poprawmy może zostać wykorzystany do prognozowania, czyli przewidywania jaka wartość przyjmie zmienna zależna jeżeli zmienna niezależna przyjmie określoną wartość.[[7]](#footnote-7)

Z punktu widzenia niniejszego kursu najważniejsze jest wyznaczenie parametrów modelu oraz statystyczna weryfikacja modelu. Parametry modelu wyznaczamy na podstawie próby. Najczęściej w trakcie studiów będą się Państwo spotykać z wyznaczaniem parametrów modelu przy pomocy metody najmniejszych kwadratów (MNK). Nie jest to jednak metoda jedyna: warto wspomnieć chociażby o metodzie największej wiarygodności, która jest wykorzystywana m.in. do wyznaczania parametrów modeli regresji logistycznej. Aby parametry wyznaczone przy pomocy danej metody spełniały swoje zadanie, muszą być spełnione różne założenia, które dla metody MNK omówimy szczegółowo później (zob. materiały do wykładu nr 14).

Na czym polega filozofia wyznaczania parametrów modelu:

Wyobraźmy sobie, że w rzeczywistości cecha statystyczna opisana zmienną losową Y zależy liniowo od zmiennej losowej X. Nie wiemy jednak, że tak jest i nie znamy postaci związku X i Y. Dysponujemy próbą, która ma postać par pomiarów . Widzimy, ze na płaszczyźnie X0Y punkty pomiarowe układają się tak, ze może to sugerować zależność liniową między zmiennymi.

Wiemy, że ogólna postać modeli regresji liniowej prostej przybiera postać:

(10a.1),

gdzie i to odpowiednio wyraz wolny (*ang. intercept*) i współczynnik określający związek liniowy między X i Y dla populacji, a *ε* oznacza składnik losowy[[8]](#footnote-8).

Idealnie byłoby poznać wartości i , ale nie jest to możliwe i musimy zadowolić się estymatorami tych wartości określonymi na podstawie próby. Korzystając np. z MNK możemy wyznaczyć równanie prostej regresji (wzory pozwalające wykonać to zadanie podano np. w znanej Państwu instrukcji ONP i w materiałach do wykładu nr 14). Dostajemy równanie:

(10a.2),

gdzie *b0* i *b1* to estymatory współczynników i .

Oczywiście chcemy, żeby *b0* i *b1* dobrze szacowały i . Narzędziem służącym do sprawdzenia, czy estymatory są dobre jest tzw. analiza reszt (zob. założenia MNK w materiałach do wykładu nr 14). Rozważmy wartość *xi* zmiennej niezależnej. i-tą resztą *ei*nazywamy różnicę pomiędzy eksperymentalną wartością *yi*, a wartością obliczoną z równania (10a.2) dla wartości *xi*. Zauważmy, że konkretna wartość *ei* jest realizacją pewnej zmiennej losowej: wykonując wiele pomiarów dostaniemy zbiór różnych wartości *ei*.

Model z dobrze oszacowanymi przy pomocy MNK współczynnikami wymaga, aby każdy składnik resztowy spełniał określone założenia. Założenia te, mówiąc obrazowo, pozwalają ocenić, czy model (rozumiany jako zależność funkcyjna między X i Y) wychwycił wszystkie systematyczne zależności pomiędzy badanymi zmiennymi, a w resztach „siedzi” tylko wpływ przypadku. Zauważmy, że reszty możemy analizować dopiero po oszacowaniu parametrów modelu. Jeżeli reszty nie spełniają założeń, należy zbudować inny model lub zastosować inną metodę szacowania wartości parametrów.[[9]](#footnote-9)

Kolejne zagadnienie, które należy rozważyć przy weryfikacji modelu polega na ocenie, czy parametry modelu są istotne statystycznie, czyli czy dla populacji nie są zerami. Wyobraźmy sobie, że po w wyniku obliczeń dostaliśmy: i . Ponieważ wartości te obliczono na podstawie próby, może się zdarzyć, że tak naprawdę w populacji parametry modelu (lub jeden z nich) są zerami. Zauważmy, że przyjęcie, iż *b1* jest różne od zera ma wpływ jakościowy na model: mówi, że Y zależy od X, podczas gdy w rzeczywistości (dla populacji) takiej zależności nie ma. Dlatego zawsze należy sprawdzić istotność parametrów modelu (tzn. sprawdzić, czy poszczególne parametry nie są zerami dla populacji) testując hipotezy:

H0:

H1: .

Ponadto, testuje się istotność całego modelu, co polega na sprawdzeniu, czy istnieje liniowy związek między zmiennymi X i Y (osoby zainteresowane odsyłam do podręcznika Stanisza, s. 45).

Podsumowując, weryfikacja statystyczna modelu liniowego polega na sprawdzeniu istotności poszczególnych parametrów modelu, sprawdzeniu istotności całego modelu oraz sprawdzenia założeń metody najmniejszych kwadratów. Do tego ostatniego służy m.in. analiza reszt.

Oczywiście weryfikację statystyczną modelu przeprowadza się po oszacowaniu jego parametrów. Jeżeli weryfikacja statystyczna oraz weryfikacja merytoryczna, którą nie zajmujemy się w niniejszym kursie, nie powiodą się, należy zaproponować inny model.

**Klasyczny model regresji liniowej prostej**

Dla populacji prosty model regresji liniowej prostej[[10]](#footnote-11) wyraża się przez:
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gdzie *X* jest zmienną losową niezależną, *Y* oznacza zmienną losową zależną, a *ε* oznacza składnik losowy, który także jest zmienna losową. Składnik losowy opisuje wpływ wszystkich czynników, które, oprócz *X*, wpływają na *Y*.

Współczynniki β0 i β1, dotyczące populacji, nie są znane. Szacujemy je na podstawie *n*-elementowej próby, zawierającej pary realizacji zmiennych losowych *X* i *Y*, czyli i wyznaczamy równanie prostej:
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Współczynniki b0 i b1 są estymatorami współczynników β0 i β1 w populacji. Najczęściej wyznaczamy je korzystając z tzw. metody najmniejszych kwadratów (MNK). Polega ona na znalezieniu takich wartości b0 i b1, aby wyrażenie:
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osiągnęło minimum. Wówczas:
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![](data:image/x-wmf;base64,183GmgAAAAAAAKAHQAIBCQAAAADwWwEACQAAAz0BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKSAFMDBQAAABMCkgD7AwUAAAAUApIArAYFAAAAEwKSAFQHHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d/AVZnEEAAAALQEBAAgAAAAyCoABnwYBAAAAeHkIAAAAMgqAAWkFAQAAAGJ5CAAAADIKgAFMAwEAAAB5eQgAAAAyCoABLgABAAAAYnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV38BVmcQQAAAAtAQIABAAAAPABAQAIAAAAMgrgAQ8GAQAAADF5CAAAADIK4AHpAAEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAABxsK05jxEgBYsfN3YbHzdyBA9XfwFWZxBAAAAC0BAQAEAAAA8AECAAgAAAAyCoABVQQBAAAALXkIAAAAMgqAAfABAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AcfAVZnEAAAoAIQCKAQAAAAACAAAAtPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) (14.4c)

gdzie ![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAECCQAAAADTXgEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJSAFkABQAAABMCUgABARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeMFmaABAAAAC0BAQAIAAAAMgpAAUwAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AAIwWZoAAAAoAIQCKAQAAAAD/////tPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) i ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJSAGUABQAAABMCUgANARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc8HWYDBAAAAC0BAQAIAAAAMgpAAV4AAQAAAHl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AADwdZgMAAAoAIQCKAQAAAAD/////tPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) oznaczają, odpowiednio, średnie wartości zaobserwowane dla zmiennych *X* i *Y.[[11]](#footnote-12)*

W tym miejscu nawiążemy do części 2 wykładu nr 10 przypominając, że właściwe zastosowanie metody najmniejszych kwadratów wymaga spełnienia następujących założeń:

Założenia metody najmniejszych kwadratów zacytujemy za A. Staniszem:[[12]](#footnote-13)

1. „Model jest liniowy względem parametrów, tzn. ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIQAIBCQAAAACwVAEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3vw9mEwQAAAAtAQAACAAAADIK4AFfCAEAAABpeQgAAAAyCuABFgEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3vw9mEwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAa0HAQAAAHh5CAAAADIKgAFeAAEAAAB5eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xe/D2YTBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABHQcBAAAAMXkIAAAAMgrgASQEAQAAADB5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABuEgrZOPESAFix83dhsfN3IED1d78PZhMEAAAALQEBAAQAAADwAQAACAAAADIKgAE/BgEAAABieQgAAAAyCoABMQMBAAAAYnkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAJ8QCtQ48RIAWLHzd2Gx83cgQPV3vw9mEwQAAAAtAQAABAAAAPABAQAIAAAAMgqAARMFAQAAACt5CAAAADIKgAHzAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtABO/D2YTAAAKACEAigEAAAAAAQAAAFTzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) dla i = 1,2,...,n.”
2. „Liczba obserwacji n musi być większa lub równa liczbie oszacowanych parametrów (b0, b1), tj. n ≥ 2. „
3. „Składnik losowy ei ma wartość oczekiwaną równą zeru (E(ei) = 0 dla wszystkich i = 1,2,...,n).”
4. „Wariancja składnika losowego ei  (wariancja reszt) jest taka sama dla wszystkich obserwacji ( = 2σ dla wszystkich i = 1,2,...,n).”
5. „Składniki losowe (reszty) są nieskorelowane, czyli ei  oraz ej są od siebie niezależne dla wszystkich par i oraz j, gdzie i, j = 1,2,...,n oraz i ≠ j.”
6. „Każdy ze składników losowych (reszty) ma rozkład normalny.”

Spełnienie tych założeń jest wymagane jeśli estymatory b0 i b1 współczynników β0 i β1 w populacji mają mieć cechy dobrych estymatorów.

Liniowość modelu względem parametrów można ocenić wstępnie sporządzając tzw. wykres rozrzutu (*ang.* *scatterplot*). Wykres taki przedstawia dane (pary obserwacji na płaszczyźnie X0Y. Na podstawie układu punktów możemy zorientować się, czy możemy próbować zbudować dobry model liniowy. Liczba obserwacji jest w praktyce wielokrotnie większa od wymaganej.

Przyjrzyjmy się teraz autokorelacji reszt. Mówiąc obrazowo, polega ona na tym, że i-ta reszta „nie wie niczego” o swoich poprzedniczkach i jest od nich niezależna. Autokorelacja pierwszego rzędu wskazuje na niezależność reszty i-tej od i-1-szej, autokorelacja rzędu drugiego ocenia zależność reszty i-tej od i-2-giej itp. W przypadku optymalnym w układzie nie powinno być żadnych autokorelacji, w praktyce często (choć nie zawsze) ograniczamy się do zbadania, czy istnieje autokorelacja rzędu pierwszego.

Często używanym narzędziem sprawdzającym istnienie takiej właśnie autokorelacji (rzędu pierwszego) jest test Durbina-Watsona którego opis przytaczam za A. Staniszem.

*Poniższy opis opracowano na podstawie podręcznika Andrzeja Stanisza „Przystępny kurs statystyki z zastosowaniem STATISTICA PL na przykładach z medycyny”, StatSoft Polska Sp. z o.o., Kraków 2007, tom 2, str. 103-105. UWAGA – w podręczniku są błędy edytorskie, starałam się je poprawić.*

Analiza reszt pozwalająca ocenić poprawność modelu polega na sprawdzeniu szeregu założeń, z których jedno mówi, że:

„Składniki losowe (reszty) są nieskorelowane, czyli ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5OsqAICT7HaAAfB2VwhmJQQAAAAtAQAACAAAADIK4AHUAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDk6yoAgJPsdoAB8HZXCGYlBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQAlVwhmJQAACgA4AIoBAAAAAAAAAAD87SoABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)i ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4APOwqAICT7HaAAfB2MANmLgQAAAAtAQAACAAAADIK4AEEAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgA87CoAgJPsdoAB8HYwA2YuBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQAuMANmLgAACgA4AIoBAAAAAAAAAABU7ioABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)są ze sobą nieskorelowane dla wszystkich par *i*, *j* = 1,2,…,n oraz ![](data:image/x-wmf;base64,183GmgAAAAAAACAD4AECCQAAAADTXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEgAxIAAAAmBg8AGgD/////AAAQAAAAwP///+b////gAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5OsqAICT7HaAAfB2IQhm3AQAAAAtAQAACAAAADIKQAFyAgEAAABqeQgAAAAyCkABLgABAAAAaXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdiIICjD4lzcA5OsqAICT7HaAAfB2IQhm3AQAAAAtAQEABAAAAPABAAAIAAAAMgpAAfkAAQAAALl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0A3CEIZtwAAAoAOACKAQAAAAAAAAAA/O0qAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).” (A. Stanisz, str.103).

Autokorelacja reszt polega na niespełnieniu powyższego założenia. Najczęściej rozważa się autokorelację pierws:zego rzędu, dla której resztę ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ATOk+AICT7HaAAfB2UwhmdAQAAAAtAQAACAAAADIK4AHUAAEAAAB0eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBM6T4AgJPsdoAB8HZTCGZ0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQB0UwhmdAAACgA4AIoBAAAAAAAAAABk6z4ABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)można opisać jako: ![](data:image/x-wmf;base64,183GmgAAAAAAAEAIQAIACQAAAAARVAEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ATOk+AICT7HaAAfB2awhmegQAAAAtAQAACAAAADIK4AGmBwEAAAB0eQgAAAAyCuABSgQBAAAAdHkIAAAAMgrgAdQAAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAEzpPgCAk+x2gAHwdmsIZnoEAAAALQEBAAQAAADwAQAACAAAADIKgAGqAwEAAABleQgAAAAyCoABNAABAAAAZXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdpcBCmpQp4UATOk+AICT7HaAAfB2awhmegQAAAAtAQAABAAAAPABAQAIAAAAMgqAAd4GAQAAAGV5CAAAADIKgAHYAgEAAAByeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2nAEKWDCnhQBM6T4AgJPsdoAB8HZrCGZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB1gUBAAAAK3kIAAAAMgqAAaABAQAAAD15HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaXAQprUKeFAEzpPgCAk+x2gAHwdmsIZnoEAAAALQEAAAQAAADwAQEACAAAADIK4AGhBAEAAAAteRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBM6T4AgJPsdoAB8HZrCGZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABEAUBAAAAMXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQB6awhmegAACgA4AIoBAAAAAAAAAABk6z4ABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

*ρ* jest współczynnikiem autokorelacji przyjmującym wartości od -1 do 1, a ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AhO1BAICT7HaAAfB2mwhmMQQAAAAtAQAACAAAADIK4AHvAAEAAAB0eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2lAgKKoDyhACE7UEAgJPsdoAB8HabCGYxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABKAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQAxmwhmMQAACgA4AIoBAAAAAAAAAACc70EABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) pewnym składnikiem losowym. Jeżeli![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAACAAAADIKYAG2AgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2tQgKGwiZigBQ7U8AgJPsdoAB8HbJB2YeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABkAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrMIClXomIoAUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AHskHZh4AAAoAOACKAQAAAAABAAAAaO9PAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), reszty nie są skorelowane. Oczywiście mówienie o autokorelacji ma sens tylko w przypadku uporządkowanych zbiorów danych, tak jak to ma miejsce w przypadku procesów badanych w czasie.

Do badania istnienia autokorelacji (pierwszego rzędu) reszt służy test Durbina-Watsona.

Założenia:

„- analizowany model musi mieć wyraz wolny,

- składniki resztowe mają rozkład normalny (inne źródła podają też „zbliżony do normalnego” – wtrącenie IM),

- w modelu nie występuje opóźniona zmienna zależna w charakterze zmiennej niezależnej (przykładowo ![](data:image/x-wmf;base64,183GmgAAAAAAAIAMQAIACQAAAADRUAEACQAAA6UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKADBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ADAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ArO0lAICT7HaAAfB28ghmYAQAAAAtAQAACAAAADIK4AHmCwEAAAAxeQgAAAAyCuABbAkBAAAAMnkIAAAAMgrgAYUGAQAAADF5CAAAADIK4AEGBAEAAAAweRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2HwkKd4CsWQCs7SUAgJPsdoAB8HbyCGZgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABdwsBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdhwJClvArFkArO0lAICT7HaAAfB28ghmYAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAasHAQAAACt5CAAAADIKgAHdBAEAAAAreQgAAAAyCoABNwIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ArO0lAICT7HaAAfB28ghmYAQAAAAtAQEABAAAAPABAAAIAAAAMgrgASALAQAAAHR5CAAAADIK4AFrAQEAAAB0eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCs7SUAgJPsdoAB8HbyCGZgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABDQoBAAAAWHkIAAAAMgqAAbkIAQAAAGJ5CAAAADIKgAHrBgEAAAB0eQgAAAAyCoAB6wUBAAAAYnkIAAAAMgqAAVcDAQAAAGJ5CAAAADIKgAFYAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtAGDyCGZgAAAKADgAigEAAAAAAQAAAMTvJQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)),

- liczba obserwacji jest większa od 15.” (A. Stanisz, str. 104).

Hipoteza zerowa ma postać:

H0: ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAACAAAADIKYAG2AgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2tQgKGwiZigBQ7U8AgJPsdoAB8HbJB2YeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABkAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrMIClXomIoAUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AHskHZh4AAAoAOACKAQAAAAABAAAAaO9PAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

Hipotezy alternatywne podano niżej.

Sprawdzian hipotezy (statystyka) ma postać:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAKQAgBCQAAAACQXAEACQAAA28CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAjAChIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+ACgAA8wcAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AEcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdswICv8QVkMALO05AICT7HaAAfB2+whm4QQAAAAtAQAACAAAADIKfAKIBAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2LwkKMcCWRQAs7TkAgJPsdoAB8Hb7CGbhBAAAAC0BAQAEAAAA8AEAAAgAAAAyCnwCWAkBAAAAKXkIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgBKoCBQAAABMCIAR0ChwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2MAkKeqCWRQA87zkAgJPsdoAB8Hb7CGbhBAAAAC0BAgAEAAAA8AEBAAgAAAAyCtoGBAUBAAAA5XkIAAAAMgrXAsECAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYvCQoywJZFADzvOQCAk+x2gAHwdvsIZuEEAAAALQEBAAQAAADwAQIACAAAADIK8AeTBQEAAAA9eQgAAAAyCu0DOwMBAAAAPXkIAAAAMgreAlMIAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbMCAoBoJZFADzvOQCAk+x2gAHwdvsIZuEEAAAALQECAAQAAADwAQEACAAAADIKfgJOBgEAAAAteQgAAAAyCoAEeAEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4APO85AICT7HaAAfB2+whm4QQAAAAtAQEABAAAAPABAgAIAAAAMgr7BJgFAQAAAG55CAAAADIK8Ac8BQEAAAB0eQgAAAAyCuEGbAcBAAAAdHkIAAAAMgr4AFUDAQAAAG55CAAAADIK7QPkAgEAAAB0eQgAAAAyCt4C/AcBAAAAdHkIAAAAMgreApoFAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADzvOQCAk+x2gAHwdvsIZuEEAAAALQECAAQAAADwAQEACAAAADIKgQbMBgEAAABleQgAAAAyCn4CXAcBAAAAZXkIAAAAMgp+AvoEAQAAAGV5CAAAADIKgAQ6AAEAAABkeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgA87zkAgJPsdoAB8Hb7CGbhBAAAAC0BAQAEAAAA8AECAAgAAAAyCvAHAgYBAAAAMXkIAAAAMgrVBYkHAQAAADJ5CAAAADIK7QPDAwEAAAAyeQgAAAAyCrYBywkBAAAAMnkIAAAAMgreAsIIAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0A4fsIZuEAAAoAOACKAQAAAAACAAAAVPE5AAQAAAAtAQIABAAAAPABAQADAAAAAAA=) (14.5)

Statystyka *d* przybiera wartości od 0 do 4, przy czym wartość bliska 0 sugeruje autokorelację dodatnią reszt, a wartość bliska 4 – autokorelację ujemną. Wartość bliska 2 sugeruje brak autokorelacji.

Określamy w przybliżeniu tzw. estymator współczynnika autokorelacji ![](data:image/x-wmf;base64,183GmgAAAAAAAIABIAICCQAAAACzXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAds4ICv0gqzwA+O8nAICT7HaAAfB2hghmowQAAAAtAQAACAAAADIKgAFGAAEAAAByeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD47ycAgJPsdoAB8HaGCGajBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmgBlAABAAAAiHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQCjhghmowAACgA4AIoBAAAAAAAAAAAQ8icABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) według równania:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAHIAIBCQAAAACwWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A+O8nAICT7HaAAfB21Qhm+wQAAAAtAQAACAAAADIKgAG4BgEAAAApeQgAAAAyCmgBEAYBAAAAiHkIAAAAMgqAAcQDAQAAADF5CAAAADIKgAFkAwEAAAAoeQgAAAAyCoABpAIBAAAAMnkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdkIICvxgqzwA+O8nAICT7HaAAfB21Qhm+wQAAAAtAQEABAAAAPABAAAIAAAAMgqAAcIFAQAAAHJ5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZxAQoeQKs8APjvJwCAk+x2gAHwdtUIZvsEAAAALQEAAAQAAADwAQEACAAAADIKgAGiBAEAAAAteQgAAAAyCoABeAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A+O8nAICT7HaAAfB21Qhm+wQAAAAtAQEABAAAAPABAAAIAAAAMgqAAToAAQAAAGR5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0A+9UIZvsAAAoAOACKAQAAAAAAAAAAEPInAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (14.6)

W zależności od znaku![](data:image/x-wmf;base64,183GmgAAAAAAAIABIAICCQAAAACzXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAds4ICv0gqzwA+O8nAICT7HaAAfB2hghmowQAAAAtAQAACAAAADIKgAFGAAEAAAByeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD47ycAgJPsdoAB8HaGCGajBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmgBlAABAAAAiHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQCjhghmowAACgA4AIoBAAAAAAAAAAAQ8icABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)testujemy różne zestawy hipotez:

I. Dla przypadku ![](data:image/x-wmf;base64,183GmgAAAAAAAMADIAIBCQAAAADwXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AzO40AICT7HaAAfB20whmhwQAAAAtAQAACAAAADIKgAG2AgEAAAAweQgAAAAyCmgBlAABAAAAiHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdt8ICkdIIm4AzO40AICT7HaAAfB20whmhwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAZABAQAAAD55HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHblCAodKCJuAMzuNACAk+x2gAHwdtMIZocEAAAALQEAAAQAAADwAQEACAAAADIKgAFGAAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtAIfTCGaHAAAKADgAigEAAAAAAQAAAOTwNAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

H0: ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAACAAAADIKYAG2AgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2tQgKGwiZigBQ7U8AgJPsdoAB8HbJB2YeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABkAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrMIClXomIoAUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AHskHZh4AAAoAOACKAQAAAAABAAAAaO9PAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

H1: ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AzO40AICT7HaAAfB2lAhmZAQAAAAtAQAACAAAADIKYAG2AgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2hwgKWogibgDM7jQAgJPsdoAB8HaUCGZkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABkAEBAAAAPnkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAduAIChZIIm4AzO40AICT7HaAAfB2lAhmZAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AZJQIZmQAAAoAOACKAQAAAAABAAAA5PA0AAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

Z tablic rozkładu statystyki *d* odczytujemy dla danego poziomu istotności wartości *dL* i *dU*. Następnie sprawdzamy, czy dla wyliczonej z naszej próby wartości statystyki *d* zachodzi:

1. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApPAUAICT7HaAAfB2xQJmFAQAAAAtAQAACAAAADIK4AFgAwEAAABVeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk8BQAgJPsdoAB8HbFAmYUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABngIBAAAAZHkIAAAAMgqAAToAAQAAAGR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHb7CApQGLtIAKTwFACAk+x2gAHwdsUCZhQEAAAALQEAAAQAAADwAQEACAAAADIKgAFyAQEAAACzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtABTFAmYUAAAKADgAigEAAAAAAQAAALzyFAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)- nie ma podstaw do odrzucenia H0 (brak autokorelacji),

2. ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEIAIBCQAAAABwWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApPAUAICT7HaAAfB2YglmogQAAAAtAQAACAAAADIK4AF7AwEAAABMeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk8BQAgJPsdoAB8HZiCWaiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABngIBAAAAZHkIAAAAMgqAAToAAQAAAGR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbgCAov2LpIAKTwFACAk+x2gAHwdmIJZqIEAAAALQEAAAQAAADwAQEACAAAADIKgAFyAQEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtAKJiCWaiAAAKADgAigEAAAAAAQAAALzyFAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)- odrzucamy H0 i przyjmujemy H1 (autokorelacja dodatnia),

3. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAHQAIACQAAAAAxWwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A1O09AICT7HaAAfB29QhmOgQAAAAtAQAACAAAADIK4AFkBgEAAABVeQgAAAAyCuABFwEBAAAATHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A1O09AICT7HaAAfB29QhmOgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaIFAQAAAGR5CAAAADIKgAE+AwEAAABkeQgAAAAyCoABOgABAAAAZHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdgMDCqwolmoA1O09AICT7HaAAfB29QhmOgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAXYEAQAAADx5CAAAADIKgAESAgEAAAA8eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtADr1CGY6AAAKADgAigEAAAAAAQAAAOzvPQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)- test nie przynosi rozstrzygnięcia.

II. Dla przypadku ![](data:image/x-wmf;base64,183GmgAAAAAAAKADIAIBCQAAAACQXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AmO03AICT7HaAAfB23QhmJwQAAAAtAQAACAAAADIKgAGwAgEAAAAweQgAAAAyCmgBlAABAAAAiHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdgcJCm5gmWYAmO03AICT7HaAAfB23QhmJwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYoBAQAAADx5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHYVCQoMQJlmAJjtNwCAk+x2gAHwdt0IZicEAAAALQEAAAQAAADwAQEACAAAADIKgAFGAAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtACfdCGYnAAAKADgAigEAAAAAAQAAALDvNwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

H0: ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAACAAAADIKYAG2AgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2tQgKGwiZigBQ7U8AgJPsdoAB8HbJB2YeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABkAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrMIClXomIoAUO1PAICT7HaAAfB2yQdmHgQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AHskHZh4AAAoAOACKAQAAAAABAAAAaO9PAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

H1: ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AmO03AICT7HaAAfB2/QhmQQQAAAAtAQAACAAAADIKYAGwAgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2BgMK4oCZZgCY7TcAgJPsdoAB8Hb9CGZBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABigEBAAAAPHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdgsJCoxAmWYAmO03AICT7HaAAfB2/QhmQQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AQf0IZkEAAAoAOACKAQAAAAABAAAAsO83AAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

Z tablic rozkładu statystyki *d* odczytujemy dla danego poziomu istotności wartości *dL* i *dU*. Następnie sprawdzamy, czy dla wyliczonej z naszej próby wartości statystyki *d* zachodzi:

1. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AmO03AICT7HaAAfB2dAFmegQAAAAtAQAACAAAADIK4AFwBQEAAABVeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCY7TcAgJPsdoAB8HZ0AWZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABrgQBAAAAZHkIAAAAMgqAAToAAQAAAGR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZDCQrGgJlmAJjtNwCAk+x2gAHwdnQBZnoEAAAALQEAAAQAAADwAQEACAAAADIKgAGaAwEAAAAteQgAAAAyCoABcgEBAAAAo3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AmO03AICT7HaAAfB2dAFmegQAAAAtAQEABAAAAPABAAAIAAAAMgqAAZ4CAQAAADR5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0AenQBZnoAAAoAOACKAQAAAAAAAAAAsO83AAQAAAAtAQAABAAAAPABAQADAAAAAAA=)- nie ma podstaw do odrzucenia H0 (brak autokorelacji),

2. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGIAIBCQAAAABQWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AmO03AICT7HaAAfB2dQVmRQQAAAAtAQAACAAAADIK4AGLBQEAAABMeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCY7TcAgJPsdoAB8HZ1BWZFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABrgQBAAAAZHkIAAAAMgqAAToAAQAAAGR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZMCQru4JlmAJjtNwCAk+x2gAHwdnUFZkUEAAAALQEAAAQAAADwAQEACAAAADIKgAGaAwEAAAAteQgAAAAyCoABcgEBAAAAs3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AmO03AICT7HaAAfB2dQVmRQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAZ4CAQAAADR5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0ARXUFZkUAAAoAOACKAQAAAAAAAAAAsO83AAQAAAAtAQAABAAAAPABAQADAAAAAAA=)- odrzucamy H0 i przyjmujemy H1 (autokorelacja ujemna),

3. ![](data:image/x-wmf;base64,183GmgAAAAAAAIALQAIACQAAAADRVwEACQAAA1kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKACxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ACwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMOsZAICT7HaAAfB2uAdmngQAAAAtAQAACAAAADIK4AHDCgEAAABMeQgAAAAyCuABDAMBAAAAVXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMOsZAICT7HaAAfB2uAdmngQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeYJAQAAAGR5CAAAADIKgAFyBQEAAABkeQgAAAAyCoABSgIBAAAAZHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdg0JCsaALmEAMOsZAICT7HaAAfB2uAdmngQAAAAtAQAABAAAAPABAQAIAAAAMgqAAdIIAQAAAC15CAAAADIKgAGqBgEAAAA8eQgAAAAyCoABRgQBAAAAPHkIAAAAMgqAATYBAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADDrGQCAk+x2gAHwdrgHZp4EAAAALQEBAAQAAADwAQAACAAAADIKgAHWBwEAAAA0eQgAAAAyCoABOgABAAAANHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQCeuAdmngAACgA4AIoBAAAAAAAAAABI7RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)- test nie przynosi rozstrzygnięcia.

**Ocena dopasowania linii regresji do danych[[13]](#footnote-14)**

Dla modeli skonstruowanych w oparciu o regresję liniową często wylicza się tzw. współczynnik determinacji *R2*. Ocenia on dopasowanie linii regresji do danych i pozwala ocenić siłę związku liniowego między rozpatrywanymi zmiennymi. Pamiętajmy jednak, że współczynnik ten, często wyliczany standardowo, nie jest wolny od wad. Dlatego w wielu przypadkach lepiej jest korzystać z tzw. poprawionego *R2* (*ang.* *adjusted R2*).

Wnikając w istotę współczynnika determinacji nieco głębiej zauważamy, że mówi jaka część zmienności danych jest wyjaśniana przez model. Mianowicie, *R2* wyraża się jako:

(14.7),

(oznaczenia wyjaśniono pod Rys. 14.1).

Aby zrozumieć wyprowadzenie wzoru (14.7), zauważmy, że dla każdego punktu ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAGERCpnI8BIAWLHzd2Gx83cgQPV3oRJmqAQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAANRMKFcjwEgBYsfN3YbHzdyBA9XehEmaoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4B2wMBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3oRJmqAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAVIDAQAAAGl5CAAAADIK4AFvAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XehEmaoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABmgIBAAAAeXkIAAAAMgqAAb0AAQAAAHh5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d6ESZqgEAAAALQEAAAQAAADwAQEACAAAADIKgAHmAQEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtAKihEmaoAAAKACEAigEAAAAAAQAAALTzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), *i* = 1,2,…,*n* jest spełniona równość:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAQQAIACQAAAADxTAEACQAAA1kCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgEBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gEAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKSACYDBQAAABMCkgDOAwUAAAAUApIA1QgFAAAAEwKSAH0JHAAAAPsCBf7jAAAAAACQAQAAAAIAAgAQU3ltYm9sAABnEwpZyPASAFix83dhsfN3IED1dxoUZlcEAAAALQEBAAgAAAAyCn4BcQUBAAAAKHkcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAE4TCh3I8BIAWLHzd2Gx83cgQPV3GhRmVwQAAAAtAQIABAAAAPABAQAIAAAAMgp+AZsJAQAAACl5HAAAAPsCBf7jAAAAAACQAQAAAAIAAgAQU3ltYm9sAABnEwpayPASAFix83dhsfN3IED1dxoUZlcEAAAALQEBAAQAAADwAQIACAAAADIKfgFmCwEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAThMKHsjwEgBYsfN3YbHzdyBA9XcaFGZXBAAAAC0BAgAEAAAA8AEBAAgAAAAyCn4BBBABAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3GhRmVwQAAAAtAQEABAAAAPABAgAIAAAAMgrgAXsPAQAAAGl5CAAAADIK4AG6DAEAAABpeQgAAAAyCuABxQYBAAAAaXkIAAAAMgrgARYBAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dxoUZlcEAAAALQECAAQAAADwAQEACAAAADIKgAHDDgEAAAB5eQgAAAAyCoABAgwBAAAAeXkIAAAAMgqAAc4IAQAAAHl5CAAAADIKgAENBgEAAAB5eQgAAAAyCoABHwMBAAAAeXkIAAAAMgqAAV4AAQAAAHl5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dxoUZlcEAAAALQEBAAQAAADwAQIACAAAADIKbgHfDgEAAACIeQgAAAAyCm4BKQYBAAAAiHkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAE4TCiCY8RIAWLHzd2Gx83cgQPV3GhRmVwQAAAAtAQIABAAAAPABAQAIAAAAMgqAAX8NAQAAAC15CAAAADIKgAFHCgEAAAAreQgAAAAyCoABigcBAAAALXkIAAAAMgqAAUAEAQAAAD15CAAAADIKgAHbAQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtAFcaFGZXAAAKACEAigEAAAAAAQAAALTzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA),

co ilustruje Rys. 14.1:

***x***

***y***

(*xi,yi*)

|  |  |
| --- | --- |
| Rys. 14.1. Niebieska linia - | wartość średnia , |
| czarna linia - | linia regresji , |
| czerwony odcinek **-** |  |
| zielony odcinek **-** |  |
| fioletowy odcinek **-** |  |

SST to tzw. całkowita suma kwadratów (*ang. Total Sum of Squares*), definiowana jako:

![](data:image/x-wmf;base64,183GmgAAAAAAAMALQAQACQAAAACRUQEACQAAAxgCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATACxIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+ACwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKSAYgJBQAAABMCkgEwChwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAUhQKtSjwEgBYsfN3YbHzdyBA9XfQEWbpBAAAAC0BAQAIAAAAMgp+AiQGAQAAACh5HAAAAPsCBf7jAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAwFApsKPASAFix83dhsfN3IED1d9ARZukEAAAALQECAAQAAADwAQEACAAAADIKfgJOCgEAAAApeRwAAAD7AsD9AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAUhQKtpjxEgBYsfN3YbHzdyBA9XfQEWbpBAAAAC0BAQAEAAAA8AECAAgAAAAyCtkCXQQBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAADAUCm2Y8RIAWLHzd2Gx83cgQPV30BFm6QQAAAAtAQIABAAAAPABAQAIAAAAMgrvA+kEAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABSFAq3mPESAFix83dhsfN3IED1d9ARZukEAAAALQEBAAQAAADwAQIACAAAADIKgAI9CAEAAAAteQgAAAAyCoACKAMBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV30BFm6QQAAAAtAQIABAAAAPABAQAIAAAAMgr6APEEAQAAAG55CAAAADIK7wOZBAEAAABpeQgAAAAyCuACeAcBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV30BFm6QQAAAAtAQEABAAAAPABAgAIAAAAMgqAAoEJAQAAAHl5CAAAADIKgALABgEAAAB5eQkAAAAyCoACQAADAAAAU1NUZRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XfQEWbpBAAAAC0BAgAEAAAA8AEBAAgAAAAyCu8DWAUBAAAAMVMIAAAAMgq4Ac0KAQAAADJTCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0A6dARZukAAAoAIQCKAQAAAAABAAAAtPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) (14.8a),

*n* jest liczbą obserwacji, każdy z *n* pomiarów jest reprezentowany przez punkt ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAFcUCuXI8BIAWLHzd2Gx83cgQPV3MhRmGAQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAuxIKhsjwEgBYsfN3YbHzdyBA9XcyFGYYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4B2wMBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3MhRmGAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAVIDAQAAAGl5CAAAADIK4AFvAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XcyFGYYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABmgIBAAAAeXkIAAAAMgqAAb0AAQAAAHh5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dzIUZhgEAAAALQEAAAQAAADwAQEACAAAADIKgAHmAQEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAO4BAgIiU3lzdGVtABgyFGYYAAAKACEAigEAAAAAAQAAALTzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) , *i* = 1,2,...,*n* ; ![](data:image/x-wmf;base64,183GmgAAAAAAACAGQAQBCQAAAABwXAEACQAAA6cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gBQAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKSAWUABQAAABMCkgENARwAAAD7AsD9AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAdBQKuDjxEgBYsfN3YbHzdyBA9Xc2FGZcBAAAAC0BAQAIAAAAMgrZArQCAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAB4FAroOPESAFix83dhsfN3IED1dzYUZlwEAAAALQECAAQAAADwAQEACAAAADIK7wNAAwEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAdBQKuTjxEgBYsfN3YbHzdyBA9Xc2FGZcBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACfwEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3NhRmXAQAAAAtAQIABAAAAPABAQAIAAAAMgr6AEgDAQAAAG55CAAAADIK7wPwAgEAAABpeQgAAAAyCuACXgUBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3NhRmXAQAAAAtAQEABAAAAPABAgAIAAAAMgqAAqYEAQAAAHl5CAAAADIKgAJeAAEAAAB5eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc2FGZcBAAAAC0BAgAEAAAA8AEBAAgAAAAyCu8DrwMBAAAAMXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQBcNhRmXAAACgAhAIoBAAAAAAEAAABU8xIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

SSE to tzw. suma kwadratów błędów określona przez:

![](data:image/x-wmf;base64,183GmgAAAAAAACAMQAQBCQAAAABwVgEACQAAAzYCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gCwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAKwUCkTI7xIAWLHzd2Gx83cgQPV3ChRmTgQAAAAtAQAACAAAADIKfgIeBgEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAjhQKtsjvEgBYsfN3YbHzdyBA9XcKFGZOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4CvAoBAAAAKXkcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAKwUCkU48RIAWLHzd2Gx83cgQPV3ChRmTgQAAAAtAQAABAAAAPABAQAIAAAAMgrZAlcEAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACOFAq3OPESAFix83dhsfN3IED1dwoUZk4EAAAALQEBAAQAAADwAQAACAAAADIK7wPjBAEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAArBQKRjjxEgBYsfN3YbHzdyBA9XcKFGZOBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACNwgBAAAALXkIAAAAMgqAAiIDAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dwoUZk4EAAAALQEBAAQAAADwAQAACAAAADIK+gDrBAEAAABueQgAAAAyCu8DkwQBAAAAaXkIAAAAMgrgAjMKAQAAAGl5CAAAADIK4AJyBwEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XcKFGZOBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACewkBAAAAeXkIAAAAMgqAAroGAQAAAHl5CQAAADIKgAJAAAMAAABTU0VlHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dwoUZk4EAAAALQEBAAQAAADwAQAACAAAADIK7wNSBQEAAAAxUwgAAAAyCrgBOwsBAAAAMlMcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3ChRmTgQAAAAtAQAABAAAAPABAQAIAAAAMgpuApcJAQAAAIhTCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0ATgoUZk4AAAoAIQCKAQAAAAABAAAAVPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) (14.8b),

![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3jhRmowQAAAAtAQAACAAAADIK4AEWAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeOFGajBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAeXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3jhRmowQAAAAtAQAABAAAAPABAQAIAAAAMgptAXoAAQAAAIh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAA7gECAiJTeXN0ZW0Ao44UZqMAAAoAIQCKAQAAAAABAAAAoOMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)oznacza wartość teoretyczną leżącą na linii regresji dla danego *xi*,

SSR to tzw. suma kwadratów odchyleń regresyjnych, wyznaczana według :
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Podobnie jak w analizie wariancji, zachodzi:

![](data:image/x-wmf;base64,183GmgAAAAAAAAALwAEBCQAAAADQVAEACQAAA+QAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEACxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ACgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV34RNmjQQAAAAtAQAACQAAADIKYAFcCAMAAABTU1JlCQAAADIKYAFmBAMAAABTU0VlCQAAADIKYAFAAAMAAABTU1RlHAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABFFAqPmPESAFix83dhsfN3IED1d+ETZo0EAAAALQEBAAQAAADwAQAACAAAADIKYAEwBwEAAAArUwgAAAAyCmABKAMBAAAAPVMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADuAQICIlN5c3RlbQCN4RNmjQAACgAhAIoBAAAAAAAAAAC08xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) (14.9)

*SSR* nazywamy zmiennością wyjaśnioną, która wynika ze zmienności zmiennej losowej *X*. *SSE* jest zmiennością niewyjaśnioną, wynikającą z błędu. Współczynnik zmienności określa zatem, jaka część całkowitej zmienności występującej w danych jest wyjaśniona. Im wyższa wartość *R2*, tym lepsze dopasowanie linii regresji do danych.
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